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Language is prone to modification in cognitive and mood disorders, and specific semantic and pragmatic features can be associated with clinical
symptoms. To overcome the limit of qualitative analysis, applying Natural Language Processing (NLP) techniques and Distributional Semantics (DS)
approaches to extract quantitative features from the language data could help identify reliable digital biomarkers for symptom severity assessment and
treatment response. Here we present four studies employing different NLP techniques and DS models to capture latent and meaningful semantic
associations in the linguistic production of people with schizophrenia, to be used with diagnostic and treatment response aims.
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STABILITY OF COSINE SIMILARITY MEASURES ACROSS TASKS
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